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RESEARCH NOTES AND COMMENTARIES

FURTHER REFLECTIONS ON THE ELIMINATION OF
FRAMING BIAS IN STRATEGIC DECISION MAKING

GERARD P. HODGKINSON,* A. JOHN MAULE, NICOLA J. BOWN,
ALAN D. PEARMAN and KEITH W. GLAISTER
Leeds University Business School, The University of Leeds, Leeds, U.K.

Wright and Goodwin (2002) maintain that, in terms of experimental design and ecological
validity, Hodgkinson et al. (1999) failed to demonstrate either that the framing bias is likely to be
of salience in strategic decision making, or that causal cognitive mapping provides an effective
means of limiting the damage accruing from this bias. In reply, we show that there is ample
evidence to support both of our original claims. Moreover, using Wright and Goodwin’s own data
set, we demonstrate that our studies did in fact attain appropriate levels of ecological validity,
and that their proposed alternative to causal cognitive mapping, a decision tree approach, is far
from ‘simpler.” Wright and Goodwin’s approach not only fails to eliminate the framing bias—it
leads to confusion. Copyright © 2002 John Wiley & Sons, Ltd.

INTRODUCTION

In recent years there has been much scholarly
attention devoted to the application of theory and
research from the field of behavioral decision mak-
ing to the analysis of strategic decisions. This
body of work suggests that when confronted with
complex problems, involving risk and uncertainty,
strategists adopt a variety of heuristic modes of
thinking and reasoning, in an effort to simplify the
processes of judgment and decision making. In so
doing, however, they are also susceptible to a num-
ber of errors and biases (for recent reviews see
Das and Teng, 1999; Hodgkinson, 2001a; Maule
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and Hodgkinson, 2002; Schwenk, 1995). To the
extent that this is the case, a logical corollary is
that decision-aiding techniques should be devel-
oped with a view to debiasing decision-makers’
judgments, thereby enhancing the quality of strate-
gic decisions (see Arkes, 1991).

One such bias, known as the framing bias (Tver-
sky and Kahneman, 1981), arises when trivial
changes to the way a decision problem is pre-
sented, emphasizing either the potential gains or
potential losses, leads to reversals of preference,
with decision-makers being risk averse when gains
are highlighted and risk seeking when losses are
highlighted. In the context of strategic decision
making, previous research has established that both
undergraduate and experienced decision-makers
are susceptible to this bias (Bateman and Zei-
thaml, 1989). Building on this work, we recently
reported two experimental studies (Hodgkinson
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1070 G. P. Hodgkinson et al.

et al., 1999), to establish: (1) whether or not the
effects of framing, previously observed using sim-
ple decision problems, could be replicated using
relatively elaborated scenarios, in which strategic
decision choices are embedded in complex back-
ground information; (2) the extent to which such
bias could be eliminated, or attenuated, using a
form of causal cognitive mapping (Axelrod, 1976;
Huff, 1990).

Our studies were motivated by a desire to
address criticisms concerning work on heuris-
tics and biases voiced from within the fields
of strategic management and behavioral decision
making. As observed by Maule and Hodgkin-
son (2002), an overdependence on simple labora-
tory studies might limit the usefulness of behav-
ioral decision research as a basis for understand-
ing more complex decision making in the real
world. Conversely, an over-reliance on the sec-
ondary analysis of documentary evidence to estab-
lish whether heuristics (and attendant biases) are
evident beyond the confines of the laboratory (as
has been the case in the field of strategic manage-
ment) might limit the confidence that can be placed
in the findings. Typically, the documents employed
for these purposes have been prepared for partic-
ular audiences (often to influence the perceptions
of selected key stakeholders) and, as such, may
not truly reflect executives’ strategic thought pro-
cesses (see also Hodgkinson, 2001a). Our overall
aim was to develop an experimental approach for
investigating framing effects that addressed these
limitations, thereby generating robust findings of
high relevance to the world of practice.

We presented elaborated scenarios under con-
trolled, experimental conditions to samples of
novice and experienced participants. Our find-
ings confirmed our basic predictions. In both of
the reported studies we established robust fram-
ing effects, which were subsequently eliminated
through our causal cognitive mapping intervention.

Wright and Goodwin (2002) have attempted to
partially replicate our studies, and in so doing have
been critical of our lines of reasoning and the
way in which we interpreted our findings. These
criticisms can be broadly grouped into two major
themes. The first concerns the conduct of rigor-
ous, ecologically valid research, i.e., research that
not only satisfies the requirements of theoretical
and methodological rigor, but is also practically
relevant. The second concerns the use of cogni-
tive mapping techniques (and other procedures)

Copyright © 2002 John Wiley & Sons, Ltd.

as tools for debiasing, i.e., the underlying mech-
anisms through which debiasing occurs. In this
reply, we show that Wright and Goodwin’s crit-
icisms of our work are found wanting and, there-
fore, that our original conclusions stand.

THE CONDUCT OF RIGOROUS,
ECOLOGICALLY VALID RESEARCH

Steps taken to enhance the ecological validity
of our findings

As noted above, a primary aim of our studies
was to enhance the ecological validity of behav-
ioral decision research, and in so doing to increase
its relevance to the field of strategic manage-
ment. According to Wright and Goodwin (2002)
we failed to achieve this aim, due to the fact
that the experimental materials we employed in
our studies were not representative of real-life
strategic problems. In considering this issue, we
must be mindful of the fact that ecological valid-
ity is a multifaceted, multidimensional construct.
In the present context, there are several ways in
which ecological validity might be enhanced. First,
experimental tasks might be designed to resem-
ble more closely the various aspects of strategic
decision problems as they naturally occur, beyond
the confines of the laboratory. Second, participants
might be selected whose background character-
istics (education, training and work experience)
approximate more closely those of experienced
strategic decision-makers. Our studies were care-
fully designed with both of these facets of ecolog-
ical validity in mind.

Conventional studies of the framing bias have
typically employed relatively simple decision
problems, comprising circa 30-50 words, pre-
sented to psychology undergraduates, epitomized
by the ‘Asian Disease Problem’ (Tversky and Kah-
neman, 1981), the example that Wright and Good-
win (2002) employ to illustrate various aspects
of the framing phenomenon. In marked contrast,
our own approach entailed the use of enriched
case vignettes (Study 1 circa 500-700 words in
length, Study 2 circa 1600—1700 words) concern-
ing complex strategic dilemmas, based upon care-
fully researched, real business problems. In addi-
tion, in Study 1 we recruited advanced undergrad-
uate management studies students who possessed
a detailed conceptual knowledge of the strategic
management field, reinforced through extensive
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classroom experience in the analysis of strategic
management case studies, similar to those used
in the study. Study 2 participants were practic-
ing senior managers, drawn from a large finan-
cial services organization. Moreover, the materi-
als employed in our second study were developed
in collaboration with senior personnel and were
based on a current strategic dilemma confronting
this organization. Our participants were thus highly
familiar with this ‘live’ problem. In comparison to
the wider field of behavioral decision making, eco-
logical validity was thus enhanced both in terms
of richness of the information presented and by
ensuring that the decision problems were highly
meaningful to the participants concerned.

Taking stock of Wright and Goodwin’s
objections to our research design and materials

We contend that the above refinements represent
a major methodological advance. Nevertheless,
Wright and Goodwin (2002) highlight two spe-
cific features of our research design and materials,
which they maintain limit the inferences that can
be drawn in respect of our data.

First, they claim that strategic decision-makers
rarely evaluate options in terms of probabilities
and pay-offs. Rather, they ‘try to control risk
by gathering information, generating new options,
delay, or passing responsibility to others’ (Wright
and Goodwin, 2002: 1065). This implies that
we were misguided to have presented the out-
comes associated with the strategic alternatives
in terms of probabilities of gains and losses. Yet
Wright and Goodwin’s own data, presented in
the Appendix of their commentary, seem to con-
tradict the validity of this assertion. In response
to questions about the extent to which a num-
ber of factors are key components of the strate-
gic decision process (1 = ‘minor component,” 7 =
‘major component’), those factors reflecting prob-
abilities and pay-offs yielded mean responses well
above the scale midpoint (‘probability of loss,’
mean = 5.39; ‘probability of gain,” mean = 5.48;
‘amount that could be lost,” mean = 5.50; ‘amount
that could be gained,” mean = 5.40), suggesting
that they are in fact important in the context
of strategic decision making. Crucially, the mean
responses associated with these items are generally
higher than the mean responses associated with
the various factors that Wright and Goodwin con-
sider to be of greater salience—i.e., the avoidance

Copyright © 2002 John Wiley & Sons, Ltd.
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of the risks by: (1) ‘gathering further informa-
tion’ (mean = 5.54); (2) ‘creating new decision
options’ (mean = 4.84); (3) ‘delaying the deci-
sion’ (mean = 3.89); (4) ‘passing responsibility to
others’ (mean = 3.51); and (5) ‘the creation of
new strategies that perform well no matter what the
future may hold’ (mean = 4.71). Hence, Wright
and Goodwin’s own data actually support our con-
tention that our experimental materials exhibited
reasonably high levels of ecological validity, and
negate their assertions regarding which factors are
important in strategic situations.

Second, Wright and Goodwin argue that we
were misguided to have changed the response
mode associated with Study 2 from ‘choice’ to
‘judgment’ (Wright and Goodwin, 2002: 1061).
Although they cite evidence showing that changes
in response mode affect the way that individuals
process information in general (Payne, Bettman,
and Johnson, 1993; Tversky, Sattath, and Slovic,
1988), they fail to consider the implications of
this work for framing in particular. Interestingly,
a recent meta-analysis of framing effects (Kuh-
berger, 1998), which compared alternative res-
ponse modes, revealed that in fact such effects do
occur when judgment tasks are employed, albeit
with smaller effect sizes in comparison to con-
ventional choice tasks. The fact that we were
able to replicate framing effects across choice and
judgment tasks, therefore, is less remarkable than
Wright and Goodwin imply. However, the real
issue at stake here is the reason why we were moti-
vated to change the response mode from choice to
judgment. In developing the materials for our sec-
ond study it became clear very early on in our
dialogue with the Senior Management Team that
the strategic dilemma upon which our materials
were based would be modeled more appropriately
as a judgment rather than a choice task. In this
way we were able to enhance further the ecological
validity of our experimental procedures.

The central issue

At the heart of this debate is a more fundamen-
tal problem concerning the conduct of research
that is directed toward the development of knowl-
edge that is methodologically and theoretically
sound, but also of applied relevance (Hodgkinson,
2001b; Huff, 2000; Pettigrew, 1997; Tranfield and
Starkey, 1998). In conducting the research reported
in Hodgkinson et al. (1999) our ultimate aim was
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to respond to the challenge issued by Schwenk
(1982) to generate findings that sacrificed neither
rigor nor relevance.

Recently, Anderson, Herriot, and Hodgkinson
(2001) have devised a simple 2 x 2 framework
that is useful in the context of this debate. They
contend that research characterized by high rigor
at the expense of relevance (as exemplified by
many laboratory studies) reflects ‘Pedantic Sci-
ence.” Arguably much of the work in behavioral
decision making that has been extrapolated to the
field of strategic management falls into this cat-
egory. ‘Popularist Science,” by contrast, reflects
work that is high on relevance at the expense
of rigor. Clearly, much of the work using cogni-
tive mapping and scenario planning as a basis for
organizational intervention that has emerged over
recent years falls into this category. As observed
by Hodgkinson and Herriot (2002: 56-57): ‘reli-
ability and validity issues associated with these
procedures have received scant attention, and vir-
tually no systematic studies have been undertaken
in order to formally evaluate their efficacy for
use in practical settings’ (see also Hodgkinson,
2001c; Hodgkinson, Herriot, and Anderson, 2001;
Hodgkinson and Sparrow, 2002). If research is to
have an enduring impact on the world of prac-
tice, it must be characterized both by high rigor
and high relevance. Work that meets these twin
imperatives has been termed ‘Pragmatic Science’
by Anderson et al. (2001) and it is this type of
work to which we aspired. It is most unfortu-
nate, therefore, that Wright and Goodwin should
have focused almost exclusively on the relevancy
dimension in their analysis and critique of our
studies. In so doing, they are at risk of pushing
the strategic management field ever further in the
direction of Popularist Science. Such work satisfies
no one, leading ultimately to an increase in Puerile
Science, the inevitable outcome of ‘promoting fad-
dish techniques that have been prematurely foisted
upon organizational systems’ (Dunnette, 1990: 21).

THE USE OF COGNITIVE MAPPING
TECHNIQUES (AND OTHER
PROCEDURES) AS TOOLS FOR
DEBIASING

Lack of a theoretical rationale?

Wright and Goodwin (2002) unfairly criticize our
original article for failing to present an underlying

Copyright © 2002 John Wiley & Sons, Ltd.

theoretical explanation as to why cognitive map-
ping might overcome the framing bias. In our arti-
cle we refer to Kahneman and Tversky’s (1984:
344) suggestion that one way of debiasing is for
decision-makers to adopt procedures that lead to
equivalent versions of problems being transformed
into the same canonical representation (Hodgkin-
son et al., 1999: 978). In point of fact, there is a
paucity of research specifying what this involves
and how it might best be achieved. However, we
reasoned that it must entail developing a mental
representation of the problem that goes beyond its
surface structure, and that by asking participants to
reflect upon their formulation of the problem, an
activity that is an integral part of causal cognitive
mapping, we might facilitate the required change
in cognition (cf. Huff, 1990: 16).

We also argued that reframing the problem in
this way would involve effortful thought, citing
previous research showing that such activity is
associated with a diminution of framing effects
(Sieck and Yates, 1997; Smith and Levin, 1996;
Takemura, 1994). Moreover, later in our article,
we also acknowledged that effortful thought might
not always act positively to eliminate biases in
strategic decision making. On the contrary, it may
actually increase some of them (Hodgkinson et al.,
1999: 984).! Our studies were designed to begin
addressing these hitherto neglected issues, not to
provide a definitive solution to them.

Reevaluating Wright and Goodwin’s
experimental evidence

As predicted, our results showed that mapping
prior to decision making reduced or eliminated
the framing bias, both for ‘novice’ and ‘expert’
decision-makers.? Wright and Goodwin (2002)
conducted a study that they claim provides an
explanation of our findings. They adopted a very
similar research design to ours, using the same
strategic problem that we employed in our first

'Recently, we have extended this line of reasoning, draw-
ing upon a range of theoretical arguments including Janis and
Mann’s (1977) conflict theory of decision making (see Hodgkin-
son and Maule, 2002).

2 Wright and Goodwin (2002: 1062) claim that our ‘respondents
were given no special training in causal mapping.” In fact, this
assertion is not correct. All participants in both studies were
trained in causal mapping, using a simplified problem that was
drawn from a domain unrelated to the focus of our research,
a fact that we did not report in our original article, due to
restrictions on length.

Strat. Mgmt. J., 23: 1069-1076 (2002)
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study. However, they replaced our causal cogni-
tive mapping intervention with ‘a simple device
designed to encourage subjects to think harder’
(Wright and Goodwin, 2002: 1062). Participants
were presented with a decision tree representa-
tion of the strategic choice and asked simply to
write in the monetary values associated with the
various outcomes. In keeping with the findings
of our own work, they showed, using a sample
of undergraduate participants, that if this activ-
ity is undertaken prior to choice it eliminates the
framing bias. From this they concluded that ‘cog-
nitive mapping was achieving its success by sim-
ply requiring subjects to think harder and longer
about their choice. There is nothing inherent in
the method itself that overcomes framing bias and
the same effects can be obtained using much sim-
pler devices’ (Wright and Goodwin, 2002: 1062).
If this conclusion were valid, then it would suggest
that we might facilitate strategic decision making
simply by ensuring that the individuals concerned
think harder and longer about the problem, mak-
ing more resource-intensive decision-aiding proce-
dures, such as causal cognitive mapping, unneces-
sary.

However, we believe that Wright and Goodwin’s
interpretation of their own experimental evidence
needs to be treated with extreme caution. Their
intervention may not be as straightforward as they
claim, since there are likely to be crucial differ-
ences in the ways in which individuals applied the
decision tree procedure across the different ver-
sions of the decision problem. In the case of the
positively framed version of the problem, complet-
ing the decision tree is relatively simple, since
the outcomes that need to be written down are
exactly as presented in the accompanying descrip-
tion of the problem (£1 million for the safe option,
£3 million or £0 million for the risky option).
However, this activity is not so straightforward
when applied to the negatively framed version of
the problem, since outcomes are described with
reference to target profits (£2 million below tar-
get for the safe option, on target or £3 million
below target for the risky option). How should
participants represent these outcomes on their deci-
sion trees? Consider the safe option, for instance.
Should participants write down £2 million below
target, —£2 million, +£1 million or something
else? In short, we were unsure what should be
the appropriate response to the negatively framed
version of the task.

Copyright © 2002 John Wiley & Sons, Ltd.
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Wright and Goodwin kindly made available their
participants’ decision tree responses from their
first study, which we reanalyzed, to help clarify
this point. The findings were most revealing. We
were able to classify their participants’ decision
tree responses into four types. Some participants
responded by including the values provided in the
positive version of the problem: £1 million for the
outcome associated with the certain alternative and
£3 million and £0 million for the two outcomes
associated with the risky alternative (1, 3, 0). Other
participants either left the decision tree completely
blank (Blank), included some information but did
not complete the tree (Incomplete), or completed
the tree using some other formulation (Other). No
two formulations in the Other group were iden-
tical. Indeed, responses included outcome values
as diverse as (1, 3, —3), (2, 3, 3) and (1, 3, .9).
Table 1 reports the frequencies of these formula-
tions for participants choosing the safe or risky
alternatives, when presented with the positively or
negatively framed versions of the problem.

When presented with the positively framed ver-
sion of the task, 73 percent of participants modeled
the problem by enumerating outcome values in the
decision tree structure identical to those presented
in the problem description (1, 3, 0). Only 9 percent
of participants left the decision tree blank. When
presented with the negatively framed version of the
task, by contrast, 23 percent of participants enu-
merated the outcome values as presented in the
positively framed version of the problem descrip-
tion, 41 percent failed to complete the decision tree
at all, the remainder (36%) enumerating a wide
variety of alternative outcome value formulations.
We believe that this pattern of responses mirrors

Table 1. Frequency of the four types of response to
the decision tree outcomes (see text for explanations of
these types) for participants choosing the risk averse (RA)
or risk seeking (RS) options in response to either the
positively (+) or negatively (—) framed versions of the
problem

Problem Choice
version

Response type

1,3,0 Blank Incomplete Other
+ RA 12 2 1 1
+ RS 4 0 0 2
- RA 5 3 1 3
- RS 0 6 0 4

Source: reanalysis of data reported by Wright and Goodwin
(2002).

Strat. Mgmt. J., 23: 1069-1076 (2002)
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our own confusion regarding how to complete the
decision tree in response to the negatively framed
version of the problem description. Indeed, a sig-
nificant minority of participants appears not to
have resolved this confusion, leaving the decision
tree blank. Given this pattern of findings, it is dif-
ficult to know what effect, if any, the decision tree
intervention had on those participants exposed to
the negatively framed version of the problem.
What is particularly striking is that 23 percent
modeled the negative version of the problem as if
it were positively framed and all of these partici-
pants chose the risk-averse option. The responses
of these individuals are sufficient to explain the
reported elimination of the framing effect when
using the decision tree. In their Table 1, Wright
and Goodwin showed that preferences for the risk-
averse alternative in response to the positively
framed version of the problem are almost identi-
cal with and without completing the decision tree
(73% and 68% respectively), suggesting that the
decision tree intervention had little effect here.
The crucial changes occur in response to the nega-
tively framed version of the problem, where there
is an increase in risk-averse choices when required
to complete the decision tree (55% vs. 36% with
and without the decision tree requirement respec-
tively). This change can be accounted for by those
participants who resolved the confusion about how
to complete the decision tree under the negatively
framed condition by modeling it as if it were a gain
problem. Thus, in resolving the confusion some
participants have apparently reformulated the prob-
lem as a gain problem and then fallen foul of a pos-
itive framing bias! This does not appear to be an
example of debiasing, so much as a change in bias.
In the case of our own intervention, by con-
trast, based on causal cognitive mapping, there
are no a priori reasons why drawing cause maps
should be qualitatively different across the two ver-
sions of the problem—a conclusion supported by
our preliminary analysis of the causal cognitive
maps, which indicates that they are broadly sim-
ilar in content and structure, following exposure
to the positive or negative versions of the prob-
lem (Hodgkinson and Maule, 2002). Thus it seems
unlikely that the reduction in the framing bias that
we reported could be attributed simply to confu-
sions in applying the method, leading some partic-
ipants to remodel the problem as a gain, thereby
exhibiting a positive framing bias, as per Wright
and Goodwin’s participants.

Copyright © 2002 John Wiley & Sons, Ltd.

The confusion arising in respect of the inter-
pretation of Wright and Goodwin’s results high-
lights a more fundamental issue. Like a number of
behavioral decision researchers seeking to elimi-
nate, or attenuate, the framing bias (e.g., Arkes,
1991; Russo and Schoemaker, 1989), Wright and
Goodwin have failed to specify a clear theoretical
rationale in respect of the underlying mechanism(s)
through which their intervention procedure might
work. It is this lack of underlying theoretical pre-
cision, together with the inadequacies associated
with their intervention procedure, that renders their
data ambiguous.

In the final analysis, we believe that the only
way that we can ultimately be sure that debiasing
has genuinely occurred is to assess directly the
decision-maker’s representation of the problem at
the moment of choice. To this end, Maule (1989)
has used concurrent verbal protocols to assess
participants’ decision frames. He has shown that
decision-makers who frame problems in terms of
either gains or losses exhibit framing bias, whereas
those framing in terms of both gains and loses do
not. As our more recent work has demonstrated
(Hodgkinson and Maule, 2002), causal cognitive
mapping might perform a similar function, thereby
providing much-needed insights into the cognitive
changes necessary for debiasing to occur and how
these changes might best be achieved.

CONCLUDING REMARKS

In a field in which replication and extension
research is greatly needed, yet rarely undertaken
(Hubbard, Vetter, and Little, 1998), we welcome
Wright and Goodwin’s critical interest in our work.
If the strategic management field is to develop
tools and techniques that are of practical utility,
it is vital that the evidence base supporting such
developments is amassed in such a way that out-
comes other than those intended are both allowed
for and tested, through rigorously designed stud-
ies (Hodgkinson and Herriot, 2002). Such fal-
sification attempts are the bedrock of scientific
method (Popper, 1962). Unfortunately, however,
as demonstrated above, the way in which Wright
and Goodwin (2002) have set about this task is
found wanting, on a number of fronts.

While causal cognitive mapping, and related
procedures such as scenario planning, are gain-
ing increasing popularity as a basis for intervening
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in the strategic management process (e.g., Eden
and Ackermann, 1998; Fahay and Randell, 1998;
van der Heijden, 1996), as noted by Hodgkin-
son (2001c), there is a dearth of empirical evi-
dence concerning the extent to which their use
in fact yields positive benefits for the organiza-
tions concerned. (For a counter-veiling instance
see Hodgkinson and Wright, in press). In the final
analysis, as acknowledged in Hodgkinson (2001c)
and Hodgkinson and Sparrow (2002), the work
reported in Hodgkinson ef al. (1999), and sub-
sequently extended by Hodgkinson and Maule
(2002), represents but the first steps to address this
vitally important issue. Nevertheless, the impli-
cations of our initial findings, as reported in
Hodgkinson et al. (1999), are clear. Our data sup-
port the use of causal mapping as an aid to strategic
decision making, showing that such intervention
can be justified on the grounds that this technique
helps to overcome framing biases of the sort identi-
fied by behavioral decision researchers, under con-
trolled, experimental conditions, and subsequently
replicated, using experienced strategic decision-
makers.
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